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Current methods to study and understand 
fake news phenomenon:

Ø Using Artificial Intelligence and machine 
learning models to detect fake news on 
social media and online platforms

Ø Statistical analysis of fake news and using 
network-based techniques to understand 
how misinformation spreads

But is it enough? NO!

Introduction

What we do Ø There are signals that show more causally 
coherent stories, including mis-/disinformation, 
are more likely to be shared online.

Ø We are using Natural Language Processing (NLP)
to implement methods to better measure causal 
coherence for text.

Conclusion and Future work

%75 of Americans who recognized a fake 
news story from the US 2016 presidential 
election still viewed the story as accurate. 

why?

Interested in #FakeNews related updates? 
Follow me @PedramHosseini on Twitter.

Fact checker Fake Real Total
PolitiFact 114 117 231
Buzzfeed 89 90 179

Total 410

Statistics of FakeNewsNet [2] dataset after pre-processing
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We have demonstrated that there is a correlation 
between semantic/causal coherence and spread 

of fake/real news articles on social media [1]

Gist

Verbatim

Compelling information
communicates a clear gist and

causal gist seems to be associated 
with spread of online messages

Why AI + Psychology

Artificial Intelligence 
+

experimentally-validated 
psychological theories

•Gist: subjective, but meaningful, interpretation
•Verbatim: objective, but decontextualized, facts

Fuzzy-Trace Theory


